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Abstract

Visual impairment is one of the major diseases affecting the quality of human
life today. Among the many inconveniences caused by visual impairment, reading
books with illustrations is an aspect worth noting. Due to the different layout and
styles of illustrations, how to accurately extract illustrations and obtain appropriate
descriptions is a difficult problem. In this paper, we design a complete pipeline to
translate scanned books and generate complete text with illustration description
information, aiming to help the visually impaired have a better reading experience.
The relevant code will be published in https://github.com/TheFatBlue/Human-
compatibleCV.git.

1 Introduction

Book reading is critical for enriching the spiritual world of the visually impaired. However, although
the related technologies of CV are relatively mature, there are very few applications in this field.
Therefore, it is essential to design such a pipeline to translate the scan copy of a book to a text with
description.

The book translation pipeline can be roughly divided into three parts: book OCR and image extraction,
Image Captioning and text combination. The technologies involved in mainly include OCR, Image
extraction and IC(Image Captioning). As shown in Fig. 1, the complexity of book layout and painting
style poses serious challenges to these three:

(1) Image Extraction: A page may contain multiple pictures, and may also contain
some small pictures that do not need to be paid attention to. How to extract pictures
accurately and properly will test the robustness of the extraction algorithm.

(2) Noise Filtering: There is a lot of noise in the result of direct OCR, including
header and footer, pinyin, etc. These are things we don’t want to see in the end.
How to accurately filter out these noises needs to be considered.

(3) Image Captioning: Illustration styles vary widely, including watercolors,
abstract paintings, drawings, and more. Moreover, since the existing IC data
sets[18, 32] are basically based on real pictures, some anthropomorphic styles
in the illustrations will also cause great confusion to the model. Low resolution is
also an issue to consider. Taking the above points together, generating an appropri-
ate and accurate description is a challenging task.

In order to solve the above problems, we designed a highly robust and style-sensitive pipeline (Fig. 2)
for book translation tasks to process the given ten books, and finally obtained smooth and relatively
accurate results.

In addition, since the book descriptions manually marked are relatively simple, we proposed a method
to supplement the manual annotations with the help of pictures to further improve the quality of the
descriptions.
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Figure 2: Illustration for the translate pipeline.

Our contributions are summarized as follows:

* We design a pipeline to translate scanned books into text with image descriptions.

* We design a pipeline to extract the pictures in the book and the descriptions in the cor-
responding manual annotations, and generate a dataset that can be used for training IC

networks.

* We propose a conception about description supplementation, and provide a solution for
implementation and evaluation.

2 Related Work

2.1 Image Captioning

Image Captioning(IC) tasks take an image as input and corresponding descriptions as output. The net-
work encodes the image pixels to feature vectors and decodes to generate a sequence of words. Early
works[3, 5] on IC usually use encoder from a pre-trained object detection network[25], which works
well on COCO benchmark[18]. Later, the attention and transformer mechanism[28] allow network to
focus on more specific visual features. More and more works[13] try to use a visual transformer as an
encoder. Our work uses the expressive embedding of CLIP[22] for visual representation because of
its training based on large dataset.
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Figure 3: Illustration for the mask-grid algorithm.

For decoder, former works use LSTM varients[6, 30], while recent works[33] build on the transformer
and use novel mechanism such as BERT[8]. Some visual information resides on the prefix, then a
excellent auto-regressive model GPT-2[23] can be used.

Recent years, some solutions to image captioning on Chinese[16, 31] are proposed. However, the
lack of dataset prevents the training. Some of the works try to use translated Flickr30k[32], but don’t
perform as well as those on English because of the language gap.

Also, some works on cross-domain style transfer are proposed. Part of them utilize the strong power
of generative adversarial networks(GAN)[11], where most approaches[12] force the discriminator to
learn to distinguish different styles form different domains and then use the adversarial loss from
discriminator to supervise generators. Other works include Text style translation [27]which proposes
to encode different styles into the same latent space and variational auto-encoders (VAE)[15].

2.2 CLIP Works

As a novel method, CLIP[22] jointly aggregate image and text descriptions. It was trained over more
than 400 million image-text pairs, resulting in rich semantic latent space shared by both visual and
textual data. A number of works on vision-language works[2, 10, 21] have achieve greater results
based on the model.

3 Method

Since the task of book translation has its own uniqueness, such as the diversification of image layout
and style, we propose a series of specific methods to solve these problems.

3.1 Data Generation

This part consists of extracting image-description pairs from the raw data. The image extraction
method can also be applied to the pipeline of book translation.

3.1.1 Image Extraction

As shown in Fig. 3, we propose a non-machine learning, efficient and effective image extraction
method called mask-grid. The proposal of this method mainly takes into account the characteristics
that books usually have a white background: we first use the result of OCR[9] to mask the text part
with white blocks, and then divide the whole page into several grids of fixed size. For each grid, if its
average pixel value is lower than a threshold, then we consider that the grid contains a picture. For a
grid containing a picture, if there are enough grids connected, then we think there is a picture here. In
this way, we can not only get a white background, clean illustration, but also obtain more accurate
position information than the simple bounding box this can effectively improve the vividness of
the final text.

Since we set two thresholds here: the average pixel value and the number of grids, we can improve
the robustness of the method very well: neither scanning noise nor small images that should not be
considered will not affect the final result. And, although the complexity of this algorithm is O(n?), in
fact this n will not be very large, so the process can be completed quickly.
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Figure 4: Illustration for the modified model of ClipCap. Image encoder: the CLIP model is used to encode
the input image to obtain a picture vector clip_embed. Style blender: merge the CLIP prefix with style tokens.
Mapping Network: acting as a bridge between the image space and the text space, it is responsible for mapping
the image vector clip_embed into the text space, and obtaining a text prompt vector sequence prefix_embeds.
Text decoder: use the GPT2 model to generate captions according to the prompt vector sequence prefix_embeds.

3.1.2 Description Extraction

Due to the diversity in the styles of manual annotations, it is difficult to accurately extract image
descriptions from them. Finally, we extract all sentences containing the Chinese character "TU" to
guarantee that no description is left, and then manually screened.

3.1.3 Image-Caption Pairing

In general, each extracted description can find a corresponding picture, but not vice versa, SO we
adopt the method of matching pictures for descriptions.

Since manual annotation does not include page number information, we first compare the OCR
results with manual annotation to determine the page number range corresponding to each description.
When comparing text, we use jieba for word segmentation and cosine similarity for computing
similarity. Then, within the range of page numbers corresponding to the description, we match the
first unmatched image for the description this strategy handles most cases. For a small number of
mismatches such as multiple pages with multiple images in a row—we manually edit them.

Finally, we replaced the names of people with specific references in the descriptions with correspond-
ing universal descriptions to facilitate subsequent training. The part about the text in the picture in the
description is also deleted, which corresponds to the mask-grid method mentioned earlier.

3.2 Image Captioning

In this task, there are two main problems in IC: too few datasets, and style transfer is too difficult.
We define this problem as the IC problem of small-sample style transfer, which is also the main
consideration for our method selection.

Based on the ability of the Clip model to represent unknown categories, we choose ClipCap[19] as
our baseline, and then translate the results into Chinese. As shown in Fig. 4, the model can be roughly
divided into four parts : Clip encoder, style blender, mapping network and GPT-2[23] text decoder.
For the consideration of training cost, we use MLP as the mapping network.

In order to enhance the model’s ability to recognize different image styles, we added an MLP to the
model to mix style token and the embeddings obtained by CLIP. The style token is a one-dimensional
one-hot vector used to mark the style of the image. For the classification of styles, we simply consider
the images of each book to belong to a separate category.

3.3 Text Relocation

This step is responsible for connecting the text recognized by OCR with the description generated by
the image in a suitable way. First, the OCR results should be divided into semantically compliant sen-
tences. We took a naive but effective approach: divide by periods. Although this method theoretically
misses some divisions, its robustness to complex sentences is impressive in practice. Then we insert
the descriptions corresponding to all the pictures on each page together with some conjunctions into
the text on this page to get the final text.
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(b) Small pictures: Our method can ignore small pictures that should not be pay attention to.

Figure 5: The comparison between ours and GrabCut. (From left to right are the original image, GrabCut
results, and our results.)

3.4 Description Supplement

Due to the limitation of time and computing power, we finally failed to implement a supplementary
network, but made some adjustments on the basis of the current translation pipeline to complete it.
The specific method is to first use the IC network to describe the picture, and then remove the part
that is repeated with the manual description and stitch it together.

4 Experiments

Dataset We end up extracting only about 400 image-description pairs from the given ten books.
A data set of this size is far from enough, so we decided to adopt a fine-tuning method based on
the model trained with the existing data set. We tried the Flickr30k[32] and MS COCO[4] datasets
separately, and finally found that the latter performed relatively better.

Image Extraction Here we can compare the original image with the results of GrabCut[26] and
mask-grid (Fig. 5) (the three rightmost images in Fig. 5a are separated). It can be found that mask-grid
can better extract each picture separately from multiple pictures, and has good robustness to noise
such as small pictures.

Image Captioning We adopted different kinds of Mapping Networks and training strategies, used
our data set for fine-tuning on the pre-trained model, and evaluated the generation effect on the test
set according to the evaluation method of the COCO data set. We use common matrices BLEU[20],
CIDEr[29], METEOR[7], ROGUE[17] and SPICE[1]. The results are shown in Tab. 1. Among them,
Modified is our improved network with style token added. The one marked with * is the result of
fine-tuning the original model first, and adding the style token to continue fine-tuning on this basis.
Due to the slow convergence, we trained for a total of 60 (10+50) epochs. It can be seen that no
matter which Mapping Network is adopted, the representation ability of the model can be significantly
improved after adding the style token.
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Table 1: Quantitative evaluation. It can be seen that no matter which Mapping Network is adopted, the
representation ability of the model can be significantly improved after adding the style token.
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Figure 6: Some results of the image captioning.

Fig. 6 shows some of the IC results. It can be seen that the model can describe the content in the
pictures relatively accurately, but it has a certain lack of ability to describe the details.

Description Supplement Based on the task, we propose an evaluation method for the result,
which contains two parts. (1) Similarity with the original description: Using simple methods for
determining semantic relevance such as BLEU and cosine similarity. (2) Validity of the added
description: With DALLE[24] as a generator, we get corresponding images based on supplementary
descriptions and compare their similarity with the original images using FID[14]. Fig. 7 shows an
example that works relatively well. This method can reflect the effect of supplementary description to
a certain extent, but it also relies heavily on the generator. If the style of the generated image differs
greatly from the original image, the reference value of the similarity is low.

5 Discussion

There are still some deficiencies in our current work, if possible, we will continue to improve in the
future.

(i) At present, the data generation part still needs more manual corrections. Perhaps using a CNN
network to assist in matching can further enhance the robustness of the algorithm and reduce the
workload of manual corrections.

(ii) Even with the addition of the style token, the cross-domain capability of the model still needs to
be improved. A more robust network can be considered to alleviate this problem.

(iii) When evaluating supplementary results, consider selecting a better generator, or provide certain
guidance for it to ensure the reference value of its results.



- —AINK AR G
— AN AT RS REAE b L NTRTFREE AL

(a) Original picture. (b) Manual description. (c) Supplement description.

Figure 7: A example of supplement. When evaluating similarity, loss in manual description is 335.52, and
318.10 in supplementary description.

(iv) Design a network to supplement the manual description. The initial idea is: extract the subject
from the description, then go to the picture to find the corresponding subject and extract the details to
add to the description. Its core is to find a better feature representation.

6 Conclusion

We generated an IC dataset with multiple styles to train a style-sensitive IC network, and applied it to
our designed book translation pipeline, which finally automatically converted 10 scanned books into
text with illustration descriptions . We also propose a method that complements human descriptions
and evaluate the results. For further work, we plan to continue to optimize our pipeline to better
accommodate various book styles
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