NeRF Project

Neural Radiance Fields (NeRF)

Motivation

The Neural Radiance Field, or NeRF, is a fairly new paradigm in the world of deep learning and computer vision.
Introduced in the ECCV 2020 paper “NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis”
(which received an honorable mention for Best Paper), the technique has since exploded in popularity and has
received more than 1500 citations thus far[1]. The method marks a dramatic change from the conventional ways by
which machine learning handles 3D data. The visuals certainly have that “wow” factor as well, which you can see

build upon this paradigm.

Tasks

There are several pieces we ask you to implement in this project:
1) Fit a single image with positional encoding

PSNR

Target image

Iteration 10000
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1. Standard coordinate-based MLPs cannot natively represent high-frequency functions on low-dimensional
domains. To better preserve high-frequency variation in the data, we can encode each of the scalar input
coordinates with a sequence of sinusoids with exponentially increasing frequencies before passing them into the
network.

More specifically, g given a coordinate x, we map each coordinate value p in  with the encoding function 'y()
as below:

v(p) = (sin(2°7p), cos(2°7p), sin(2'wp), cos(2'7p), ..., sin(2L "1 7p), cos(2L~1p))where the
dimension of the output y(p) is 2.L.

If the input is a 2D coordinate £ = (pl,pz), after positional encoding we will get a long vector with dimension
4L:

(sin(2%7p,), sin(2°mpy), cos(2°7p, ), cos(2°7ps), sin(21mpy ), sin(21wpy), cos(21mpy ), cos (2 mps), ...,
sin(2L"1mpy), sin(2L1npy), cos(2E " 1py ), cos(2L " Lpsy))

Similarly, you can encode a 3D coordinate or an input signal of any dimension.
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2. 2D Image Fitting.

Now, let's try to fit a 2D image with a multilayer perceptron (MLP). We learn that we can store a 2D image with a
coordinate-based MLP (as shown in the figure below). The input to this MLP is 2D pixel coordinate (m, y) as a
pair of floating point numbers, and the output is RGB color of the corresponding pixel. This is a simple
supervised learning problem, and we can just use simple gradient descent to train the network weights and see
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You need to define the network architecture for this 2D fitting task and report the PSNR metric after training is
converged. You should try different model structures (e.g. w/wo positional embedding, number of frequency,
more/fewer layers, smaller/bigger hidden dimensions) and give analysis.

what happens.

« PSNR is an image quality measurement. Higher PSNR generally indicates that the reconstruction is of

higher quality.

2) Implement NeRF and fit on multi-view images

A simplified version of NeRF represents a continuous scene as a function using the following MLP network, whose
input is a 3D location = (z,y, z) and whose output is an RGB color ¢ = (r, g, b) and volume density o at that 3D
location.

We can render an image from this neural radiance field by estimating the color at each pixel in the image by shooting
a camera ray from that pixel through the scene, and accumulating color and density along the way.

Rendering an image from neural radiance fields consists of the following steps:

1. Given camera parameters, compute the origin and the direction of the camera ray through each pixel of the
image in the world coordinate frame.

a. Get all the pixel coordinates in the image space (shape: [height, width, 2]) . Each 2D coordinate is (X, y),
where x is the index along the horizontal axis, and y is the index along the vertical axis.

b. Transform image coordinates into camera coordinates using the camera intrinsics K. You should first turn
each pixel coordinate (w, y) into homogeneous coordinates (w, Y, 1) and then apply K in some way.
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Remember that K transforms camera coordinates into image coordinates, while here you are supposed to
do the opposite.

In fact, the coordinates you computed in the last step are exactly the directions of each ray in the camera
coordinate space because they can be viewed as a vector starting from the camera origin (0, 0, 0). Your task
is to convert both the camera origin and the direction of each ray to the world coordinate frame using the
camera-to-world transformation matrix.

2. Sample points along each camera ray and compute the sampled 3D points’ coordinates.

a.

Given the origin o and the direction d of a ray, we want to sample 3D points x on this ray. The sampling
range is bounded by the near and far threshold, denoted as £,,t. In order to ensure the ray to be
thoroughly sampled during training, we evenly partition the ray into N bins and uniformly sample one point
in each bin.

zi =0+ tid,t; ~ Uty + 5ty —tn),tn + =t —tn))
where t;,i € {1,2,..., N} is the sampled depth value.

3. Composite the colors and densities of the sampled points along a camera ray to get the final color of the pixel.

a.

The expected color C(r) of camera ray r in the continuous space can be computed with the formula:

) = fjf T(t) a(r(t))c(r(t) d)dt
where T = e:z:p ft ds denotes the accumulated transmittance along the ray from ¢, to t,

i.e., the probablllty that the ray doesnt hit any other particle from ¢,, to £.

To numerically and differentiably estimate this continuous integral, we use a discrete set of samples with the
quadrature rule as follows:

C(r)= Zfil T;(1 — exp(—0;0;))c;, where T; = exp(— Z;;ll ojd;)and &; = t;41 — t; isthe
distance between adjacent samples. From sampled depth values ¢;,7 = 1, 2, ..., IN, you can get distances
6;,1=1,2,..., N — 1, and you should append a huge number 1€9 as the last distance dy .

4. Render an image with trained NeRF.

Compute the pixel color by integrating colors of all samples along a ray, i.e. weighted sum of the color value
according to the compositing weight C(r) = Zfil w; ¢c;. Repeating this operation for all pixels will allow us to
render a final RGB image. To render a depth map instead, simply replace colors to sampled depth values, i.e.,

N
D(r) = > ;= witi
5. Create a 360 video with the trained NeRF by rendering a set of images around the object. Evaluate the novel

view synthesis results qualitatively. Evaluate the novel view synthesis results quantitatively on the test set with
PSNR metric. Report the analysis of the model architecture/training strategy/positional encoding/..., etc.

3) NeRF extension: NeRF for dynamic scenes
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Deformed Scene Scene Canonical Space Scene Canonical Space

NeRF is originally proposed to synthesize novel views for static scenes, where the same spatial location can be
queried from different images. Here we explore how to extend neural radiance fields to a dynamic domain, allowing
us to reconstruct and render novel images of objects under rigid and non-rigid motions from a single camera moving
around the scene.

1. The original NeRF represents the scene using a 5D input of the query 3D location and viewing direction
(z,y, 2,0, ¢). The first idea to model dynamic scenes is a straight-forward extension of NeRF in which the
scene is represented by a 6D input of the query 3D location, viewing direction and time (m, Y, 2,t,0, ng).

2. Another idea is to model the dynamic scene with two neural network modules ¥, ¥,.. On the one hand, we
have the Canonical Network, an MLP ¥, (z,d) — (c, o) is trained to encode the scene in the canonical
configuration such that given a 3D point x and a view direction d returns its emitted color ¢ and volume density
o. The second module is called Deformation Network and consists of another MLP W (z,t) — Az, which
predicts a deformation field defining the transformation between the scene at time ¢ and the scene in its
canonical configuration, as can be shown from the above figure.

3. Explore and implement new ideas to model the dynamic scene. This might include but not limited to new
representation, auxiliary loss function, data augmentation, new embedding, etc.

4) Bonus: Create your own Nerf

Create your own Nerf with new techniques or novel applications based on your implementations. New techniques
mean ideas to improve the existing Nerf methods. Novel applications indicate applying Nerf methods to a domain
that no one has explored and is also meaningful/helpful.

Below we show an example of extending Nerf for decoupling the monocular video. Any invention (not been explored
by anyone before) based on current Nerf is acceptable.

Example for your own Nerf: Decoupling dynamic and static objects from a monocular video [6]
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Given a monocular video, segmenting and decoupling dynamic objects while recovering the static environment is a
widely studied problem in machine intelligence. Based on Part 2) and Part 3), we can try to extend NeRF to a self-
supervised approach that takes a monocular video and learns a 3D scene representation that decouples moving
objects from the static background.
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Grading
1. Fit a single image with positional encoding (20 pts)
a. Implement the positional encoding function that can take input signal of any dimension(2D/3D/...)
b. Implement the model architecture, training script for 2D image fitting

c. Test different model structures (e.g. w/wo positional embedding, number of frequency, more/fewer layers,
smaller/bigger hidden dimensions), report qualitative and quantitative results, and give analysis.

2. Implement NeRF and fit on multi-view images (30 pts)

a. Implement the vanilla NeRF including the origin and camera ray direction computation, points sampling
along each camera ray and volume rendering.

b. Evaluate the novel view synthesis results qualitatively and quantitatively. Create a 360 video with the trained
NeRF by rendering a set of images around the object. Report the analysis of the model architecture/training
strategy/positional encoding/..., etc.

3. NeRF extension: NeRF for dynamic scenes (30 pts)

Based on your codebase in Part 2, first, try to implement the two ideas of representing dynamic scenes.
Evaluate the novel view synthesis on both time and space conditions. Give qualitative and quantitative results
and analysis.

4. Propose new ideas for dynamic nerf (20pts)

Based on 3, propose new ways to represent the dynamic scene or improve performance. Compare with the
performance with 3 and give analyses.

5. Bonus: Create your own Nerf (20pts)
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